Machine Learning

« Basic concepts
- Tools
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ML: Basic Concepts

= how to construct computer programs that automatically
improve with experience
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TASK: recognize handwritten words
Performance: % words correctly classified

Training data: a set of handwritten words, with given
classification

Hypothesis

Feedback

______

Performancs




ML: Basic Concepts

= Algorithms
= Supervised (labelled by a supervisor)
= Decision Trees, Decision Rules

= Bayesian Classifiers

= to which of a set of categories a new
observation belongs

= Unsupervised (finding interesting groups
into data)

= Clustering
= Association rules
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is sex male? @

/

is age > 9.57

\ 0.73 36%
is sibsp > 2.57
017 B1%

0.05 2% 0.89 2%
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= Algorithms
= Supervised (labelled by a supervisor)
= Decision Trees, Decision Rules

= Bayesian Classifiers

= to which of a set of categories a new
observation belongs

= Unsupervised (finding interesting groups
into data)

= Clustering
= Association rules

outlook

outlock

sunmy overcast raimy
yes 0238 0429 0.333
0.538 0077 0385

femperature

humidity

play hamrmidity
high  normal
yes | 0350 0650
no | 0.750 0250

hat mild  cool
0238 0429 03535
0385 0385 0.231
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= Algorithms

= Supervised (labelled by a supervisor)

- . . . riginal unclustered data ustered data
= Decision Trees, Decision Rules IR T
= Bayesian Classifiers i
= to which of a set of categories a new 3
observation belongs 2
= Unsupervised (finding interesting groups o
into data) B B,
= Clusteril‘lg e i T2 34 5 6 23 -2 -10 i!i 34 5 ¢

= Association rules
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ML: Basic Concepts

= Algorithms
= Supervised (labelled by a supervisor)
= Decision Trees, Decision Rules

= Bayesian Classifiers

= to which of a set of categories a new
observation belongs

= Unsupervised (finding interesting groups
into data)

= Clustering

= Association rules
» interesting relations between variables
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(11,12} = 15,
(11,15} = 12,
(12,15} = 11,
11 = {12,15},
12 = {I1,15},
15 = {I1,12},
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confidence = 2/4 = 50%
confidence =2/2 = 100%
confidence =2/2 = 100%
confidence =2/6 = 33%
confidence =2/7 = 29%
confidence =2/2 = 100%
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Machine learning in python
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" http://scikit-learn.org/stable/index.html

Classification
Identifying to which category an object belongs
to.
Applications: Spam detection, Image
recognition.
Algorithms: SVM, nearest neighbors, random
forest, ... — Examples

Dimensionality reduction

Reducing the number of random variables to
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Regression

Predicting a continuous-valued attribute

associated with an object.

Applications: Drug response, Stock prices.

Algorithms: SVR, ridge regression, Lasso, ...
— Examples

Model selection

Comparing, validating and choosing

Clustering

Automatic grouping of similar objects into sets.

Applications: Customer segmentation,
Grouping experiment outcomes

Algorithms: k-Means, spectral clustering.,

mean-shift, ... — Examples
Preprocessing xmllint
Feature extraction and normalization.
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" http://www.cs.waikato.ac.nz/ml/weka/

0.8 ek Exploser '
—m Classify | Cluster | Associate | Select attributes | VisualizeJ—

| Open file... | [Open URL...] [ Open DB... ] [ Cenerate... ] | Undo | [ Edit... ] [ Save... ]

WEKA

The University
\ of Waikato

Bl
Fllter

[ Choose | one (vl |

~Current relation ~Selected attribute

Relation: iris Name: sepallength Type: Numeric
Instances: 150 Attributes: 5 Missing: 0 (0%) Distinct: 35 Unigue: 9 (6%)
~Attributes Statistic
Minimum
None ] [ Invert ] [ Pattern Maximum
Mean
StdDev

1|@|sepallength
2|_|sepalwidth
3(_|petallength
4[| petalwidth [ Class: class (Nom) :] [ Visualize All ]
5[ Iclass

xmllint

Remave
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i Classification Tree Graph EEE

= Matlab = —

D—
Vertcal spacng.
T
. R Horizontal spacng.
)
[¥] show node tool tipe
eesze

* Orange _— _ -

* RapidMiner s i

petal width
- &

= Quick tutorial: =

Optimizaton dalogs 05

http://de.slideshare.net/liorrokach é:

Zoam [ Select
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